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Scientific	Data	Analysis	At	Scale
Challenges:

- Limited	storage,	RAM,	CPU	time
- Hardware	failure
- Data	movement	across	resources

- Example:	Moving	data	between	the	Palmetto	Cluster	and	the	Open	Science	Grid



•Scientific Reports 7, Article number: 8617 (2017) doi:10.1038/s41598-017-09094-4 
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Use	Case:	Yeast	Gene	Coexpression	Network

- Input:	Yeast	Gene	Expression	Matrix
- 188	Biological	Samples
- 7050	RNA	transcripts

- Computation:	24,847,725	correlation	tests
- Output:	Gene	Coexpression	Network

- 2996	Nodes
- 6766	Edges



OSG-KINC:	Chameleon	vs	Open	Science	Grid
48	Chameleon	Compute	Nodes	

Open	Science	Grid



Scientific	Workflow	Execution	on	Chameleon

- Software	dependencies	accessed	from	OSG	CVMFS:		read-only,	cached,	distributed	filesystem
- Condor	pool	created	from	Chameleon	nodes:	each	CPU	on	a	node	can	be	used	as	a	compute	site
- One	node	configured	as	“master	node”	where	the	workflow	is	submitted

DAGMan

- Transfer	raw	DNA	sequencing	files	from	National	Center	for	Biotechnological	Information(NCBI)	database

SRA	toolkit

wget	



Stitching:	Chameleon	to	NCBI

Credit:	Paul	Ruth

- Connect	through	a	virtual	SDX	(Pittsburgh	Supercomputing	Center)
- Layer2	circuits	from	Chameleon	to	ExoGENI
- ExoGENI	to	NCBI	(Maryland)



Transfer	rate:	Non-Stitched	vs	Stitched		
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49	MB/s

Total	dataset	size	1.15	TB	in	439	files.

74	MB/s



Stitched	transfer	details



Automation	of	lease	creation	and	node	setup

1. Create	a	new	lease	for	the	master	and	workers.
2. Start	the	worker	instances	with	a	boot	script	to	set	up	SSH	keys.
3. Start	the	master	instance.
4. Build	a	hosts	file	with	the	internal	IP	address	of	all	instances	and	

copy	the	file	to	the	master.
5. Run	the	master	boot	script	to	finish	configuration.



User	experiences

• CLI	tools	store	passwords	in	environment	variables	or	on	the	
command	line.

• Adding	two	minutes	to	the	lease	start	time	is	awkward.
• Compute	nodes	and	storage	nodes	require	separate	leases.
• Storage	nodes	don't	erase	disk	drives	between	experiments.
• Storage	nodes	can't	connect	to	the	ExoGENI	VLAN	network.
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